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Abstract— This paper proposes a new event-based control ld(t)
method for nonlinear SISO systems that are input-output Control u(t) (1) o
linearizable and have internal dynamics. The main control --» input »  Plant g i |
objective is disturbance rejection while simultaneously reducing generator

the feedback communication effort compared to a continuous !
control loop. The event-triggered control loop is shown to be !
ultimately bounded and, moreover, a bound for the deviation
between this control loop and the continuous reference system is Fig. 1. Event-based control loop
derived, which depends on the threshold of the event generator

Hence, by appropriately choosing the event threshold the event-

based controller can be made to mimic the continuous control

with desired accuracy. The novel control approach is evaluated aim is to make the event-based control loop mimic a contin-
by its application to a continuous stirred tank reactor. uous state-feedback loop, hereafter referred to as referen
l. INTRODUCTION system, with prescribed accuracy. Copies of the reference
system are used for the control input generation and the
A. Event-based control event generation. As the linearizing state feedback of the
Event-based control is a new control paradigm that aimsonlinear plant is applied, the reference system is linadr a
at reducing the communication between the sensors, tBe are the copies used in both generators. However, due to the
controller and the actuators within a control loop by irtiig  disturbanced(t) and the event-based sampling, the generated
a communication among these components only after awntrol input differs from the linearizing input and the mai
event has indicated that the control error exceeds a thileshaanalysis problem to be solved in this paper concerns the
A potential application of this control strategy is in theldie question how large the deviation of the event-based version
of networked control systems with intent to decrease thef the feedback from its continuous counterpart is. An upper
network utilization. bound of this deviation is derived showing that the proposed
The structure of the event-based control loop that isvent-based control method reaches the control aim.
investigated in this paper is depicted in Fig. 1. It consists
of the following three components: B. Literature review
« the plant with single input.(¢), single outputy(¢), state
x(t) and disturbancel(¢),
« the event generator and
« the control input generator, which incorporates the co
troller.

The literature on event-based control is predominantly
focused on linear systems, whereas only a few publications
investigate nonlinear systems. Event-based stabilizabib
Tonlinear plants is studied in [11] using a Lyapunov-based
) o ) _ technigue. The idea of this approach is to approximate the
The solid arrows in Fig. 1 represent a continuous-tim@erjyative of the Lyapunov function for the continuously
information transfer, whereas the dashed arrow indic#@s t ¢onrolled system by a function of the plant state. The @ntr
this link is only used at the event timeg (k= 0,1,..). input is updated each time this approximation reaches a
The event generator determines these event timest ponnegative value. This basic idea has been extended in
which sensor data and previously processed signals Iikerﬁany ways, e.g. to distributed event-based control in [12]
disturbance estimatiod,, is fed back to the control input 5nq event-based control with delays and data dropouts in
generator. The received information is used by the contr 3].
input generator in order to update the trajectory of themdnt = A, avent trigger mechanism for the self-triggered stabi-

signalu(t) for the time interval € [tx, tr11). lization of nonlinear plants is described in [9]. The preuet
This paper proposes a design method for the event-basgthation of the next event time that has been investigated

control of nonlinear plants that is based on an iNput-Outpyh this approach also relies on the knowledge of a Lya-
linearization approach. Following the idea of [6], the desi oy function for the continuously controlled system.sThi
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as control input generator that keeps the control signabntinuous mappings anfl satisfies the relatioif, (0) = 0.
constant between consecutive events. The plant statec(t) is assumed to be measurable.

[8] extended the work [6] to event-based disturbance Consider the plant (1) with the output (2) to have a well-
rejection of input-output linearizable systems with rigkat defined relative degree < n. The mapping
degreer = n. This paper develops the control approach T
further to systems with internal dynamics where< n. d(x(t)) = (o1(x(t) ... onlx(t))) 3)
In contrast to the methods published in literature the eveqh,
trigger mechanism does not depend on a Lyapunov function

. _ ri—1 .
of the continuous closed-loop system. A smart control input di(a(t)) = Ly "hx(®), i=1,...r

generator is proposed instead of a ZOH, which generates aAd the remaining functions, 1 (x(t)), ..., ¢n(x(t)) cho-
exponential control input signal. sen such that
C. Outline of the paper Ly ¢i(x(t))=0 forallr+1<i<n

Section Il specifies the investigated class of nonlmea]?rold& qualifies as a transformation of the system (1), (2)

systems, details the control objective and introduces a re . .
. . o . nto normal form with new coordiates(t) = t)). After
erence system with ideal disturbance rejection behavior. R ) = o(=1)

novel design method for the event generator and contrgﬁfmmg
input generator is proposed in Section Ill. Section IV pBVe ¢(1) = (z(t) ... 2,())", 1) = (z01(t) ... 20 ()
the stability of the closed-loop system and analyzes the

frequency of event generations. Section V provides an evdhe application of the transformation (3) to the system (1)
uation of the control approach by its simulative applicatio yields the normal form

to a chemical process.

b

Zz(t) 0
D. Notation : : :
. . £(t) = A | u®) +de() (4
The notation|s| is used to denote the absolute value of zr(t) 0
a scalars. ||z(t)|| denotes an arbitrary norm of an element b(z(t)) a(z(t))
x € IR™ while ||z(t)||, refers to the supremum norm. A n(t) = q(z(t)) + d,(t) (5)

continuous functiony : Rt — IR is said to be of clas&

if it is continuous, strictly increasing and satisfief)) = 0 with the transformed disturbana#(t) = (d{ (t) dg(t))T

and it is called of clas¥.. if it is unbounded. A function and the mapping : IR" — IR"~" given by

B:RY xRt = R" is called of classCL if B(-,t) € Koo

for eacht and 3(r, t) — 0 ast — oo. i(2(t)) = Lydi(¢p~ ' (2(t)))  forallr+1<i<n.
Given a function\(x) and a vector fieldf (x), then the

o ) L . \ As proved in [5], such transformation exists for all input-
derivative of A along f (Lie derivative) is defined as P [l P

affine systems (1).

LENFDY The transformation of the nonlinear system (1) into the
LiXa) = @fﬁ(m)- form (4), (5) obviously reveals the separation of the system
i=1 into two coupled subsystems, which will subsequently be
The k-th derivative of\ along f is denoted byLfA(x) and  referred to asnput-output dynamics (Eq. (4)) andinternal
satisfies the recursion dynamics (Eq. (5)). The internal dynamics (5) is supposed
1 to be input-to-state stable (ISS). Thus, there exist fonsti
A 9 (Lf >\> 6 € KL and 1,72 € K, such that the solution to (5) is
Liz) = Oz f(=) bounded by
with LA (z) = A(). I < 6([[n(O)[],t) + 11(l1Ell) +r2(lldyll)- (6)
Il. PROBLEM STATEMENT B. Control objective
A. Plant and coordinates transformation The investigated event-based control scheme aims at dis-
The plant is described by the nonlinear input-affine statdUrbance rejection in order to keep the plant state) in
space model a bounded surrounding of the setpoit(without loss of

generalityz = 0). This control objective is equivalent to the
&(t) = fu(x(t)) + gu(x(t))u(t) + di(t), ®(0) =0 (1) notion of ultimate boundedness [2], which means that the
y(t) = h(=(t)), (2) relation

zt)eQ,CcR", Vt>0 @)
wherex € IR" denotes the state vectar, € IR represents

the input andy € TR the output. The disturbance is denotecholds for an appropriate s€, satisfyingz € §2,. From the
by d. € D with D being a compact subset @R" that objective (7) it follows that the initial state(0) is required
contains the originf, : IR" — IR" andg, : R" — IR" are to be contained in the sét,.



C. Reference system
This section introduces a continuously controlled refeeen

for the time intervalt € [tx,tr+1). Note that this control
approach works with an arbitrary disturbance estimation,

system that is deemed to have desired disturbance rejectii§luding the trivial one . = 0). An estimation method
behavior. The event-based control loop should mimic thighat is based on the assumption that the disturbaticpis

continuous control loop. For linearizable plants, distumte

a piecewise constant vectdrhas been proposed in [8].

rejection can be accomplished by the linearizing state-fee@, Event generator

back

ut) = (a(=()) " (~b(z(1) — kTE®).  (8)

The event generator indicates event tinigsat which a
feedback is necessary. The following explains how these tim
instants are determined. Consider the plant (4), (5) wiéh th

The application of the control input (8) to the plant (4), (S)control (15)

results in the closed-loop system

£(t) = A&(t) + de(t), £(0) = & )
n(t) = q(z(t)) + dy(?), n(0)=no  (10)
with quadraticr-dimensional matrix
0 1 0
A= : : - : (11)
0 0 . 1
—k1  —ko —k,

In Eq. (11) k; >0 (i =1,...,r) denotes thei-th element
of the static state-feedback gahk®, satisfying stability
and disturbance rejection specifications for the closeg-lo
system (9), (10).

Since the reference system (9), (10) is ISS, the plant stasli

z(t) is bounded by some functiorts € KL, v, € Koo

1z < 6:([[2(0)[] 2) + ([ d]|o)-

Hence, the reference system (9), (10) is ultimately bound
with

Qur = {2 2O < 0:(11Z(0)]] 1) + 7 (lldl] )} -
1.

12)
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£(t) = AL(t) + erp(=(D),
n(t) = q(z(t)) + dy(t)
with the r-dimensional vectoe; =
u(=(t), 25(1) = B(=(1), 25(t)) + kT eu(=2(t), 24 (t)) (18)
Bz (1), 26(1) = b(=(0)) — a(=(0)) (a(z+(1)) " b(=
1
a(z(t), z(t)) = 2(t) — a(z(t)) (a(=s(t))  2s(t).
A comparison of Eq. (16) with the input-output dynamics of
the reference system (9) reveals that the ideal performaince
the control loop is obtained fqr(z(t), z5(t)) = 0. However,
the fulfillment of this condition would require continuous
state-feedback which is undesired in the event-basedatontr
8heme Equation (18) can hence only be bounded according

0 |u(=z(t), 2zs(t))] < e with e € IRy denoting the event
threshold An event is triggered whenever the relation

[u(z(t), 2(t))]| 19)

zs(t)) + de(2) (16)

17)
0 ... 0 1)" and

=€

EHjolds which will subsequently be referred to asgger

condition.

Note that the control input(t), generated according to
Eqg. (15) is linearizing only if the model statg(¢) and the
plant statez(t) coincide. Otherwise the signalt) deviates

This section proposes a design method for an everfrom the linearizing input

based feedback that yields a closed-loop system with gimila

disturbance rejection behavior as the previously intreduc
reference system.

A. Control input generator

The control input generator applies a model of the ref-

“H(0(=(1) — KTE())

= u(t) — uﬁn(t) is

uin(t) = (a(2(1)))

and the deviation error defined ag (¢)
given by

= (a(=(£))) " u(=(t), z(t)).

’LLA(t)

erence system (9), (10) for which the state is denoted bhe last equation shows that the event function (18) cor-

(1) = (€1 nI()",

u(t) according to

to determine the control input

(1) = AE(t) + de g, & () = &(tr) (13)
n(t) = q(z(t)) + dyr,  m(tF) =m(tr)  (14)
u(t) = (a(z:()) " (=b(zs(1)) — KT&()) . (15)

Each event time,, the control input generator receives the

current plant statez(¢;) and reinitializes the model (13),

relates with deviation errot (t) of the input. This result
can be used to specify the event threshaldt limits the
deviation error since after each everitz(t}), z5(¢})) = 0
holds due to the reinitialization.

C. Closed-loop system
In summary, the event based control loop consists of

« the plant (4), (5),
« the control input generator (13)—(15) and

(14). The timet; denotes the instant right after the event has « the event generator which triggers an event if the

occurred. Since the event generator has no informationtabou

condition (19) is satisfied.

the disturbanced(t) between consecutive events the inpulThe generated event marks the timeat which the feedback

generation needs to rely odg r and d,, & Which represent
estimates of the disturbanceis(t) and d,(t), respectively

is closed and the informatios(¢y), d,. is communicated
from the event generator to the control input generator.



IV. ANALYSIS OF THE CLOSEDBLOOP SYSTEM An upper bound for this expression is obtained by the

A. Comparison of the event-based control loop and the following estimation, exploiting the trigger conditionQt

reference system

|wawmosAWkA“ﬂaHmmwvx%v»dr

This section shows that the difference between the be-

havior of the event-based control loop (16), (17) and of the <= “I Ar dr— s
reference system (9), (10) which is subsequently repredent =€ o He elHoo T = O¢max-
by the model i
Since for the supremum norm
Sr(t) = AEr(t) + d&(t) (20) Se(t
- O~ {118 )l - 18,01}
Me(t) = a(2:(1)) + dy (1) (21) 5,1 )|| = max tllde®lloc - 10wt
with statez, () = (& (¢) an)T is bounded from above by holds, the maximal deviation between the reference system
some bound that depends on the event thresholdet (20), (21) and the event-based control loop (16), (17) is
bounded according to (24). [ ]
¢ (t) = &(t) — & (1) (22)  The theorem shows that the state of the event-based control
0,(t) = n(t) — ne(t) (23) system always remains in a surrounding

be the difference between the behavior of the event-based z(t) € Qs5(2:(t)) = {z(¢)|||2(t) — 2:(t)|| oo < Omax}
control system (16), (17) and the reference system (20), (21 ) _
Theorem 1: The difference between the reference syste f the reference system that is ultimately bounded. The

(20), (21) and the event-based control loop (16), (17) igvent—based control loop is, hence, proved to be ultimately
bounded from above by bounded, as well. Az, (t) remains in the sef2, , given by

(12), the statez(t) of the event-based control loop remains
in the set

Q= {z[lzll < 0(l1z0ll ;) + 7([ldl]c) + Omax}

oo which shows the event-based control scheme to meet the
8¢ max = € / HeATe1 H dr, control objective (7). Moreover, the deviation can be adids
0 e by appropriately setting the event threshald
577max = Q(G(HTI(O)H 7t) + 72(Hd77||oo))

+71([1€ll) + 71 (1€ ]| 0)- B. Communication frequency
d This section studies the minimal inter-event time

8¢ (t) _
[

with

Proof: Equations (22), (23) are successively investigate
with respect to the boundednessdgfandd,,, beginning with Toin = argmin min min s.t. |[u(z(t), zs(t))| =€ (26)
the difference (23) of the internal dynamics. t o z(ty) d(t)

Reca}ll that by assumption the boundedness of the inter_n&J] the assumption that the disturbandé&) is bounded.
dynam|c§ 'S a property qf the uncontroll-ed system aCCord"‘ﬁecall that the event function (18) grows due to a deviation
to (6). Since both the internal dynamics of the referencsetween the plant statg(t) and the model state,(¢). Since

system _(21,) and of the gvent-based control loop (17) ar(‘i8) is nonlinear it reaches the event threshwofdr different
ISS, their difference (23) is ISS as well and bounded by deviations

16, (O] < ()] + llm(D)]] - 2alt) = (Q(t)
na(t)
The following investigation is based on the idea that for

18, < 2(0([[m(0)]],£) + 2|yl ) the whole set(), there exists a minimal deviatioBa i,
+ (1€l o) +71(1& N &) for which the trigger condition (19) is satisfied (Fig. 2). It

)=s0-m0. @)
Substitute (6) into this inequality yields

of which the right-hand side is denoted By ax.
For the study of the difference behavior of the input-output
dynamics, consider the system

de(t) = Ade(t) + e1p(=(1), z(1)), 8¢(0)=0 (25)

which follows from (16), (20), (22). The solution to (25) is
given by

t
3¢ (t) = / eA(t - T)el,u(z(T), zg(7))dT. Fig. 2. Minimal deviationza min that leads to an event generation
0



exemplifies for a two-dimensional system the line on whichwvhich is bounded by
|u(z, z5)| = € holds plotted againsta. Define

t
ATt ~ .7
¢ = min||z(t) — z ()|, forall z € Q, €2 (Ml 5/0 47| dr (e dea).
=% 28
s.t u(z(t),z5(t))| =€ (28) The minimal time for which the right-hand side of this

inequality is equal to the valu¢ is denoted byT: and
represents a lower bound di mi,. This time is obtained as
the upper integral bound for which the relation (31) holds.
EA(t) = AEA(t) + e1p(2(t), 2 () + dea(t),  (29) According to (33),7;, min is the minimal time for which

i the solution to (30) satisfies the equation

0a(t) = a(=(t)) — q(=.() + dya 1) (30) (30) .

Ea(ti) =0, ma(tf)=0 Ina(®)ll =

is investigated, which follows from (13), (14) and (16), Y17
and describes the dynamics of the difference state (27). T
transformed disturbance

and note thatl depends on the event thresh@ldin order
to find the minimal inter-event tim&,;,, the system

/0 (a(2(r)) — a(za(r)) + dya(r))dr || = ¢.

ﬁ@ estimation of the left-hand side is obtained as follows:
t
) o ()]l < / (lla(=(7)) = a(z()I] + lldya(r)Il)ar
t t) —
da(t) = <d€AEt§> - (dﬁ(t) d&k) : _
s o (0) = dy < [ (Zellz) = 2l + Bpa Jar
is assumed to be bounded by 0

ldea®)l] < dea, ldna(®)]] < dya

for all ¢ > 0. In the following the functiony(-) is considered The time for which (34) equalg is denoted byr’, and is

< /Ot(L-C—i—dnA)dT. (34)

to be Lipschitz with Lipschitz constarit given by (32). u
llg(z1(t)) — q(z2(0)|] < L-||z1(t) — 22(t)]] - V. APPLICATION EXAMPLE
Theorem 2: The minimal timeT,,;, between consecutive A. Continuously stirred tank reactor model
events is bounded from belo®,,;, > min {T&Tn} with The event-based control approach is applied to control
T, satisfying a chemical reaction in a continuous stirred tank reactor

(CSTR), which is illustrated in Fig. 3. The tank is fed by a

/ T AT H dr — ¢ (31) constant inflowg of the reactant A with temperaturk, and
o o B4 dea concentratior;,,. The temperatur@. of the cooling jacket
_ is affected by the cooling powep that serves as the input
andT', given by to the system. The liquid in the tank is supposed to be at a
¢ constant level. The reactions inside the liquid are deedrib
Ty, = L C+dpn (32)  py the “van de Vusse” reaction scheme [10]
Proof: With (28) the definition (26) can be restated as A—-B—=C, 2A—D

=(. comprising the reaction of educt A to the desired product
B and the parallel reactions to the undesired byproducts C

In what follows the problem of finding the minimal inter- and D. The liquid in the tank has the temperatuteThe

event timeZ,.;., is separated into the tasks of determiningconcentratiorr;, and the temperaturg;, of the inflow are

the times subject to uncertainty and the deviatiahg;,, and Av;,, from

the nominal values are considered as disturbances of the

Trnin > argmtin éﬁi(rtl) s.t. [|za(t)|]

Temin = argmin min_ S.t. ||§a(t)]| = ¢,
t dea(t)

Tymin = argmin min_S.t. |[na(t)||, = ¢ (33) A
t dnA(t)

q, Cn, 19in
for which the relation

Tmin > min {T§ min» Tn min} Q

holds. The following estimations develop lower bourids
and7’;,, on the timesl; i, andT}, min, respectively. 9
C

To begin with, consider the solution to (29) A,B,C.D

=

t
En(t) = / eA(t - (el,u(z(r), z5(7)) + déA(T)>d7'7 Fig. 3. Continuously stirred tank reactor
ty



TABLE |

2 30
PARAMETERS OF THECSTRMODEL (35) ?5 % I R
3 JE
Symbol Value Unit | Symbol Value Unit .
r1 30.828 T | ko 86.688 h7 gy 200 ‘ ‘
K3 0.1 KIKI | k4 3.522-10"% m3K/kJ T 100 e
in 104.9 °C  |cm 5.1-103 mol/m3 a o ‘
k10 1.287-10'2 h=' | koo 9.043-10%  m3/(mol h) 108
Ey 9758.3 K Es 8560.0 K O 104
AHxp 4.2 kd/mol | AHpc -11.0 kJ/mol -~ 100
AHasp -41.85 kimol| 9sp 100 °C 132
& 10
o 96
process. The control aim is to keep the temperaturef 92
the liquid in the reactor in the setpoifip. 3 "
A CSTR of this type has been investigated in [4], accord- g T ; T ; T ;
ing to which the dynamics of the chemical reaction inside 0 50 _ 1o 150 200
h time ¢ in min
the tank are described by the state-space model
éa —kl(ﬁ)CA — ks (?9)0% + (Cin . CA) q Fig. 4. Disturbance rejection behavior of the CSTR( 2 - 10%)
CB o kl(ﬁ)cA — k‘l(’lg)CB — CB(q
9 | hlca,c,9) + (9c — k1 + (i — 9)g
Ve (0 —9e) ko course of the reactor temperatut@and of the temperatung.

T - T of the cooling jacket. The dashed lines represent the behavi
+ (000 K3) Q+ (Acing 0 A¥ing 0), (35) of the referegn]ce system and the solid I:%es the one of the
wherec, and ¢ denote the concentrations of the educt Aevent-based controlled system. The last subplot indi¢htes
and the product B, respectively. The temperature dependeavent times.
reaction rateg; (-) andk,(-) are modeled with the Arrhenius At the beginning of the simulation the temperature and

function concentration of the inflowy does not deviate from the
_E nominal values and the reactor temperature hence remains
ki(9) = kio exp (19—1—27315) i=1,2. in the setpoint. At timet = 20 min the change of the

inflow temperature triggers an event. After the disturbance

The reaction-induced change in temperatires described has been estimated correctly at a second event=a0.4

by min no further feedback is required until the temperature
_ and concentration changes agairt at 60 min. During the
hlea, cs, V) = —ha (kl(ﬁ) (caAHap + caAHrc) simulation time 0f200 minutes only seven events, including
+ kQ(ﬁ)CiAHAD) the initial one, are generated.

Figure 4 shows the behavior of the event-based controlled
All other symbols and parameters are taken from [3] and [Aystem to deviate noticeably from the one of the reference
and are summarized in Table I. Taking the temperatues  system. By decreasing the event threshold te 0.6 - 10*
the output the system has the relative degree2 and the the event-based control loop can be made to mimic the
model of the CSTR in normal form (4), (5) is obtained bycontinuously controlled behavior more accurate, as iuet
use of the transformation in Fig. 5 which shows the systems disturbance rejection
=0, =1, 2 —ca. =B _behav_ior _subject to the s_ame_disturbance as in the previous
’ ’ ’ investigation. Note that in this case the same number of
with € = (21 22)T andn = (23 24)T.

B. Event-based control of the reactor temperature 182 T
The reference system (9), (10) with state-feedback gam; 100 -~

ET (18 9) is defined to have satisfactory disturbance 96
rejection behavior. This controller is, hence, appliedhia t = 104 p=
control input generator and event generator, as well. = lgg g |
The following analysis investigates the event-based con-~ 92
trolled system subject to a piecewise constant disturbancex
d(t). To begin with, the event threshold is setete= 2 - 10%. : : ;
The simulation results for this setting are illustrated ig.B. 0 50 100 150
The first two subplots show the disturbances as dashed lines time ¢ in min
and the respective estimation derived with the method given
in [8] as black solid lines. Subplots three and four depiet th

even
—o
—o
—o

200

Fig. 5. Disturbance rejection behavior of the CSTR 0.6 - 10%)



events are generated despite a minor event threshold. The
improved approximation of the behavior of the reference sys
tem comes at the cost of a shrinked time between consecutive
events which is perceptible after each change of distudanc

VI. CONCLUSION

The paper proposed a new event-based control scheme
for nonlinear, input-output linearizable systems witremmial
dynamics. The deviation between the behavior of the event-
based control loop and a continuous state-feedback referen
system with ideal disturbance rejection was shown to be
bounded. This bound can be made arbitrarily small by ap-
propriately decreasing the event threshold. The everdebas
control scheme was proved to have a minimal time between
consecutive events. An application example of the event-
based control of the temperature in a continuously stirred
tank reactor showed that the event-based control scheme
works well in the sense that the frequency of feedback
is considerable reduced, while a satisfactory disturbance
rejection behavior is maintained.
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